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Vertical velocity changes over Antarctica
can modify the temperature regime by means
of enhanced subsidence and adiabatic heat-
ing. Detecting changes in vertical velocity is
extremely difficult, so we have investigated
variability in the flow in the high-latitude cir-
culation cell by means of variations in the

katabatic outflow from the continent, which
is a major feature of East Antarctica. Analysis
of the meridional component of the surface
winds from the nine stations suggests that
there has been no significant change in the
katabatic flow and therefore the circulation
cell over the past 30 years. Although no rel-

evant circulation changes can be found with
the use of the above diagnostic techniques, it
is possible that changes below the detection
threshold could have contributed to the observed
warming.

General circulation models (GCMs) are a
very powerful tool for investigating the mech-
anisms responsible for changes in the Earth
system, and climate model runs spanning the
instrumental period were examined to see if
they reproduced the large warming during
the winter. We examined output from a four-
member ensemble of the Hadley Centre cou-
pled atmosphere-ocean GCM (HadCM3) (23),
which was run from 1880 to 1999 forced with
realistic greenhouse gases, aerosols, volcanic
aerosols, and solar variability. For the period
from 1970 to 1999, the four members of the en-
semble showed a large variability in the Antarctic
tropospheric temperature trends, indicating the
difficulty of reproducing climate change across
the region. However, on average, the runs had a
maximum warming in the midtroposphere, al-
though the winter season trends were only
È0.2-C per decade. Although the trends in
the model runs are smaller than in the obser-
vations, they are not statistically significantly
different.

The available observations and current state
of climate models do not allow us to unam-
biguously assign a cause to the tropospheric
warming. The lack of a clear change to the at-
mospheric circulation suggests in situ effects,
such as changes in cloud amount or particle
size, and increases in the greenhouse gas con-
centration may well be playing a part. The
temperature changes observed in the radiosonde
data of a warming troposphere and cooling
stratosphere are what would be expected as a
result of increasing greenhouse gases. However,
because the climate model runs we examined
did not reproduce the observed high-latitude
changes, we are unable to attribute these changes
to increasing greenhouse gas levels at this
time. The lack of a similar warming trend at
the surface, the evidence that much of the
ocean around the Antarctic is sea ice covered
in winter, and the midtropospheric warming
observed at the South Pole together make it
unlikely that the ocean is playing a major role.
The observation of significant tropospheric
warming at southern high latitudes, decoupled
from a similar surface change, is therefore very
important for those investigating natural cli-
mate variability and the possible impact of in-
creasing greenhouse gases.
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Fig. 3. Time series of
winter 500-hPa tempera-
ture anomalies (-C) from
1971 to 2003 for the nine
stations, along with the
mean. Linear regression
lines have been added.
The data have been offset
as follows: South Pole
(þ0-C), Novolazarevskaja
(þ2-C), Syowa (þ4-C),
Davis (þ6-C), Mirny
(þ8-C), Casey (þ10-C),
McMurdo (þ12-C), Bel-
lingshausen (þ14-C),
Halley (þ16-C), and the
mean (þ18-C).

Fig. 2. Trends (-C per decade) in the winter season 500-hPa temperatures from 1979 to 2001 from
the ECMWF reanalysis.
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FIG. 7. Global-level mean potential temperature (a) and salinity (b) from WOA94 climatology (dotted), uncoupled ocean
equilibrium (solid), and average of years 250–299 of coupled experiment (dashed). Level mean potential temperature (c) and
salinity (d) over the area south of 35!S (the Southern Ocean).

directly compared in the accelerated and nonaccelerated
periods) and coupled phases of the experiment. The po-
tential temperature is nearly equilibrated at this depth
by the end of the ice–ocean spinup phase of the exper-
iment. However, this is due, in part, to a lower bound
on temperature of newly formed deep water set by the
freezing point of seawater. Examination of the full water
column shows that cooling continues at shallower
depths, with equilibrium reached at later times moving
up from the bottom.
The source of the deep drift is clearly revealed in

maps of temperature and salinity change during the spin-
up phase of the experiment. Within the first decade of
the spinup experiment (Figs. 6a,b) increasing salinity is
apparent in the western Ross Sea and Weddell Sea, ac-
companied by colder temperatures surrounding the Ant-
arctic continent. By the end of the accelerated phase of
the spinup experiment the entire circumpolar region has
become saltier and colder. By the end of the ice–ocean
spinup (Figs. 6c,d) it is also apparent that the deep water
formed in the North Atlantic has increased in salinity
as well as temperature, with the signal carried into the
South Atlantic by the Deep Western Boundary Current.
Thus, both of the primary water masses ventilating the
deep ocean have higher salinity than in the uncoupled

ocean equilibrium or observations. Subsequently, the
colder, higher salinity deep water masses spread into the
rest of the world ocean. At the end of the coupled ex-
periment, the ocean below 4000 m is near the freezing
point, approximately 2.5!C colder than observations
(Fig. 7a) and the deep salinity has increased by 0.3 ppt
(Fig. 7b). The vertical distribution of salinity is gen-
erally reversed: the subsurface (100 m) maximum is
replace by a global mean surface halocline.
The decrease in temperature (Fig. 7c) and increase in

salinity (Fig. 7d) of Antarctic Bottom Water (AABW)
cause an increase in the density and production rate of
this water mass. The streamfunctions for the annual
mean meridional overturning circulation (Eulerian plus
eddy induced) for the uncoupled ocean equilibrium, the
final decade of the ice–ocean spinup, and the last 50
years of the coupled experiment are shown in Fig. 8.
The sinking of water along the antarctic continent in-
creases from less than 5 " 106 m3 s#1 in the uncoupled
ocean equilibrium to more than 20 " 106 m3 s#1 during
the ice–ocean spinup phase, diminishing somewhat by
the end of the coupled experiment (but remaining much
higher than the uncoupled ocean model equilibrium val-
ue). The increase in sinking is accompanied by increased
transport of AABW across the circumpolar channel into

dotted: observed
solid: uncoupled
dashed: coupled

Global

Southern
Ocean

Bryan (1998)

Coupled atmosphere - ice - ocean GCM (NCAR)
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FIG. 3. Profiles of experiments as indicated; otherwise as Fig. 2.

convection in the model Weddell and Ross Seas. Con-
cerning convective potential energy release in the Wed-
dell Sea, the SSI sensitivities under the alternative con-
vection schemes act in opposite direction to that of the
respective reference experiments (Fig. 8).

The reason for the substantially enhanced SO con-
vection in SSICA is a general overestimate of open-
ocean convection when convective adjustment is used.
This is reflected in a significantly smaller SO sea ice
volume in all CA experiments and is associated with
the creation of spurious open-ocean polynyas (Goosse
and Fichefet 1999, 2001). In such areas of positive net
annual melting, salty sea ice leads to enhanced convec-
tion, since sea ice that in the reference case is subject
to melting and thus freshwater release, will in the salty
sea ice case be subject to no freshwater release, thus
leading to a positive feedback that enhances the already
excessive convection (Fig. 8). While the effect is op-
posite in regions where there is no excessive convection
(such as over the continental shelves), the impact on the
global deep-ocean properties is overwhelmed by the
process in the open-ocean polynyas. As a result, strong
AABW outflow is maintained in both REFCA and SSI-
CA.
In SSI, on the other hand, convection in the Weddell

Sea has reduced to about 25% of REF (Fig. 8), which
leads to an almost complete cessation of AABW for-
mation. In REF, the latter is almost exclusively formed
through near-boundary convection. In SSI (and SSICA),
new-ice formation over the continental shelves is not
associated with brine release, thus hindering the pro-
duction of HSSW, a critical ingredient in the AABW
formation process. On the other hand, in REF there is
no excessive open-ocean convection that would induce
and eventually trigger an acceleration of convection in
the associated SSI case.
Thus, in SSICA the actual effect of neglected brine

release is obscured by the reverse effect in open-ocean
polynyas created by employing convective adjustment.
This compensation leads to a relatively weak impact on
global-scale deep-ocean properties and circulation.With
plume convection in SSI, there is no such compensation,
hence reflecting the ‘‘neglected brine release’’ effect
more genuinely.
To establish the potentially higher credibility of the

experiments that employ plume convection, we con-
ducted a further salty sea ice experiment in which SO
convection is parameterized by convective adjustment,
but reduced in an ad hoc manner to every 10 days in-
stead of every model time step (20 h). While this does
not adequately mimick plume convection in the sense
that convection may become locally enhanced earlier in
the season (as discussed in KS), it generally reduces
open-ocean convection in the SO and allows for thicker
(more realistic) sea ice. This requires a new reference
experiment (REFCAR, where ‘‘R’’ stands for reduced)
to compare the new salty sea ice sensitivity (SSICAR)
with.
The tendencies of the integrated quantities (Table 1)

are similar to SSI versus REF, only much weaker. As
illustrated in Fig. 9, even though SO convection is re-
duced in SSICAR, intrusion of AABW into the Atlantic
proper is still prevalent.
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convection in the model Weddell and Ross Seas. Con-
cerning convective potential energy release in the Wed-
dell Sea, the SSI sensitivities under the alternative con-
vection schemes act in opposite direction to that of the
respective reference experiments (Fig. 8).

The reason for the substantially enhanced SO con-
vection in SSICA is a general overestimate of open-
ocean convection when convective adjustment is used.
This is reflected in a significantly smaller SO sea ice
volume in all CA experiments and is associated with
the creation of spurious open-ocean polynyas (Goosse
and Fichefet 1999, 2001). In such areas of positive net
annual melting, salty sea ice leads to enhanced convec-
tion, since sea ice that in the reference case is subject
to melting and thus freshwater release, will in the salty
sea ice case be subject to no freshwater release, thus
leading to a positive feedback that enhances the already
excessive convection (Fig. 8). While the effect is op-
posite in regions where there is no excessive convection
(such as over the continental shelves), the impact on the
global deep-ocean properties is overwhelmed by the
process in the open-ocean polynyas. As a result, strong
AABW outflow is maintained in both REFCA and SSI-
CA.
In SSI, on the other hand, convection in the Weddell

Sea has reduced to about 25% of REF (Fig. 8), which
leads to an almost complete cessation of AABW for-
mation. In REF, the latter is almost exclusively formed
through near-boundary convection. In SSI (and SSICA),
new-ice formation over the continental shelves is not
associated with brine release, thus hindering the pro-
duction of HSSW, a critical ingredient in the AABW
formation process. On the other hand, in REF there is
no excessive open-ocean convection that would induce
and eventually trigger an acceleration of convection in
the associated SSI case.
Thus, in SSICA the actual effect of neglected brine

release is obscured by the reverse effect in open-ocean
polynyas created by employing convective adjustment.
This compensation leads to a relatively weak impact on
global-scale deep-ocean properties and circulation.With
plume convection in SSI, there is no such compensation,
hence reflecting the ‘‘neglected brine release’’ effect
more genuinely.
To establish the potentially higher credibility of the

experiments that employ plume convection, we con-
ducted a further salty sea ice experiment in which SO
convection is parameterized by convective adjustment,
but reduced in an ad hoc manner to every 10 days in-
stead of every model time step (20 h). While this does
not adequately mimick plume convection in the sense
that convection may become locally enhanced earlier in
the season (as discussed in KS), it generally reduces
open-ocean convection in the SO and allows for thicker
(more realistic) sea ice. This requires a new reference
experiment (REFCAR, where ‘‘R’’ stands for reduced)
to compare the new salty sea ice sensitivity (SSICAR)
with.
The tendencies of the integrated quantities (Table 1)

are similar to SSI versus REF, only much weaker. As
illustrated in Fig. 9, even though SO convection is re-
duced in SSICAR, intrusion of AABW into the Atlantic
proper is still prevalent.

Global ice - ocean GCM: 
experiments with convective adjustment

Stössel, Yang, and SJKim (2002)
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FIG. 6. Profiles of experiments as indicated; otherwise as Fig. 2.

and Ross Seas (e.g., Gill 1973; Kim and Stössel 1998).
The decrease in 500 m (i.e., the deepest model shelf
layer) salinity around Antarctica between the respective
SSI and REF experiments being rather similar (not
shown) indicates that the brine-release effect over the

shelves is captured pretty much the same way in all
three sets of experiments, that is, rather independently
of the particular convection parameterization.
This can further be illustrated by the annual-mean

convection pattern around Antarctica (Fig. 10). As is
evident, convection over the shelves is significantly
smaller in all SSI experiments versus the respective ref-
erence cases. Concerning open-ocean convection, how-
ever, only SSI decreases versus REF in most areas. In
SSICA and SSICAR, convection is regionally signifi-
cantly enhanced (versus REFCA and REFCAR, respec-
tively) in open-ocean regions, especially in SSICA. This
different behavior has a pronounced impact on deep-
ocean salinities (Fig. 11). In SSI, the deep ocean is
substantially saltier due to the lack of AABW. In SSICA
and SSICAR, on the other hand, there are vast regions
along the model deep western boundaries of theWeddell
and Ross Seas that encounter a freshening associated
with AABW formation via open-ocean convection.
Thus, while the ad hoc reduction of convective adjust-
ment led to several improvements over the original pa-
rameterization and revealed impacts with tendencies
similar to those with the plume-convection parameter-
ization, it still produces substantial amounts of AABW
by open-ocean convection, which is not supported by
modern observations.

4. Summary and conclusions

The overall intention of this study was to investigate
the role of first-order SO sea-ice-related processes on
global deep-ocean water mass properties and the overall
thermohaline circulation. This requires several near-
equilibrium sensitivity integrations; a global coarse-res-
olution primitive equation sea-ice–ocean GCMwas thus
considered the most feasible tool. A major difference
in the chosen model environment compared to earlier
such studies is the replacement of the commonly used
grid-cell-wide convective adjustment scheme by a more
comprehensive and more physical subgrid-scale plume-
convection scheme. The introduction of the latter proved
beneficial for capturing a number of crucial large-scale
and regional features, such as the global-mean deep-
ocean properties, the hydrography in the model SO, as
well as SO sea ice thickness (volume) and seasonality
(see KS). These improvements are all related to the
removal of spurious open-ocean convection in the SO.
In addition, in this study the heat flux forcing is globally
determined by the surface heat balance equation (in con-
trast to KS and SKD). Together with plume convection
being used globally, this yields a more realistic NA
overturning cell than in KS, the price being a somewhat
less realistic (about 0.05 psu smaller) global deep-ocean
salinity. Otherwise, the reference results are similar to
KS.
The particular intention of this study was to inves-

tigate three of the SO sea-ice-related sensitivities of
SKD in an overall improved model environment, which

1202 VOLUME 32J O U R N A L O F P H Y S I C A L O C E A N O G R A P H Y

FIG. 6. Profiles of experiments as indicated; otherwise as Fig. 2.

and Ross Seas (e.g., Gill 1973; Kim and Stössel 1998).
The decrease in 500 m (i.e., the deepest model shelf
layer) salinity around Antarctica between the respective
SSI and REF experiments being rather similar (not
shown) indicates that the brine-release effect over the

shelves is captured pretty much the same way in all
three sets of experiments, that is, rather independently
of the particular convection parameterization.
This can further be illustrated by the annual-mean

convection pattern around Antarctica (Fig. 10). As is
evident, convection over the shelves is significantly
smaller in all SSI experiments versus the respective ref-
erence cases. Concerning open-ocean convection, how-
ever, only SSI decreases versus REF in most areas. In
SSICA and SSICAR, convection is regionally signifi-
cantly enhanced (versus REFCA and REFCAR, respec-
tively) in open-ocean regions, especially in SSICA. This
different behavior has a pronounced impact on deep-
ocean salinities (Fig. 11). In SSI, the deep ocean is
substantially saltier due to the lack of AABW. In SSICA
and SSICAR, on the other hand, there are vast regions
along the model deep western boundaries of theWeddell
and Ross Seas that encounter a freshening associated
with AABW formation via open-ocean convection.
Thus, while the ad hoc reduction of convective adjust-
ment led to several improvements over the original pa-
rameterization and revealed impacts with tendencies
similar to those with the plume-convection parameter-
ization, it still produces substantial amounts of AABW
by open-ocean convection, which is not supported by
modern observations.

4. Summary and conclusions

The overall intention of this study was to investigate
the role of first-order SO sea-ice-related processes on
global deep-ocean water mass properties and the overall
thermohaline circulation. This requires several near-
equilibrium sensitivity integrations; a global coarse-res-
olution primitive equation sea-ice–ocean GCMwas thus
considered the most feasible tool. A major difference
in the chosen model environment compared to earlier
such studies is the replacement of the commonly used
grid-cell-wide convective adjustment scheme by a more
comprehensive and more physical subgrid-scale plume-
convection scheme. The introduction of the latter proved
beneficial for capturing a number of crucial large-scale
and regional features, such as the global-mean deep-
ocean properties, the hydrography in the model SO, as
well as SO sea ice thickness (volume) and seasonality
(see KS). These improvements are all related to the
removal of spurious open-ocean convection in the SO.
In addition, in this study the heat flux forcing is globally
determined by the surface heat balance equation (in con-
trast to KS and SKD). Together with plume convection
being used globally, this yields a more realistic NA
overturning cell than in KS, the price being a somewhat
less realistic (about 0.05 psu smaller) global deep-ocean
salinity. Otherwise, the reference results are similar to
KS.
The particular intention of this study was to inves-

tigate three of the SO sea-ice-related sensitivities of
SKD in an overall improved model environment, which

Global ice - ocean GCM: 
experiments with plume convection

Stössel, Yang, and SJKim (2002)
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To further analyze this issue, we compared the re-
gional SO properties of the various SSI experiments
(i.e., including CA and CAR). One such property is the
abundance of HSSW, which is directly linked to the
brine-release effect associated with sea ice formation

over the Antarctic continental shelf, mostly in associ-
ation with coastal polynyas. In view of the circumstanc-
es of the coarse model resolution, HSSW is represented
quite realistically, even capturing the westward salinity
enhancement over the broader shelves of the Weddell
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To further analyze this issue, we compared the re-
gional SO properties of the various SSI experiments
(i.e., including CA and CAR). One such property is the
abundance of HSSW, which is directly linked to the
brine-release effect associated with sea ice formation

over the Antarctic continental shelf, mostly in associ-
ation with coastal polynyas. In view of the circumstanc-
es of the coarse model resolution, HSSW is represented
quite realistically, even capturing the westward salinity
enhancement over the broader shelves of the Weddell
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FIG. 1. Atlantic annual-mean meridional overturning streamfunction as simulated in expt REF.

reference experiment (REF) is identical to experiment
MIX in KS. The most striking difference in results is a
much weaker North Atlantic (NA) cell, and correspond-
ingly since the AABW intrusion across 30!S is about
the same, a weaker North Atlantic Deep Water (NADW)
outflow across 30!S in the Atlantic [13 versus 16 Sv
(Sv " 106 m3 s#1)] (Fig. 1). Here we define NADW
outflow at 30!S to not include the AABW return flow,
and the northward intrusion of AABW across 30!S to
possibly include Circumpolar Deep Water (CDW) com-
ponents (Sloyan and Rintoul 2001; A. H. Orsi 2001,
personal communication). The 9 Sv weaker NA cell
tends more toward observed estimates (e.g., Schmitz
1996; Ganachaud and Wunsch 2000), though it still
seems substantially overestimated. The outflow of
NADW, on the other hand, is in both cases within the
uncertainty range of individual estimates and, in par-
ticular, within the discrepancy range between indepen-
dent estimates (e.g., Sloyan and Rintoul 2001; Gana-
chaud and Wunsch 2000).
In terms of the global-mean deep-ocean properties,

temperature increased marginally by 0.08 K compared
to KS (Fig. 2), while salinity decreased substantially
(with respect to its effect on deep-ocean density) by
about 0.05 psu. Salinity-wise, the new results are thus
overall less realistic. This is mainly due to the global
application of the plume-convection parameterization,
which yields weaker NADW formation and thus less of
a dominance of salty NADW in global deep-ocean prop-
erties.
Upon replacement of plume convection by convective

adjustment in the SO (REFCA), there is a dramatic de-

crease in deep-ocean temperature and salinity (Fig. 2).
As observed in KS, this is commensurate with the pic-
ture that excessive open-ocean convection in the SO
resulting from convective adjustment dominates the
deep-ocean properties, making them too cold and too
fresh.
Otherwise, the results are similar to those of KS, in

particular as far as the increase of Antarctic ice thickness
and the weaker Antarctic Circumpolar Current (ACC)
in REF are concerned (Table 1). Implications concerning
the agreement or disagreement with observed estimates
was discussed in KS (and summarized in section 1).
Note that although the introduction of plume convection
led to major improvements, there are also deteriorations,
such as the weaker ACC.

b. SO sea ice sensitivities

Three basic sea-ice-related experiments have been
conducted in this study, all of which were also con-
ducted in SKD (Table 1). The motivation for the ‘‘salty
sea ice’’ (SSI) experiment is to investigate the main
effect of sea ice in modifying the ocean’s haline forcing,
namely through the freshwater flux resulting from brine
rejection during freezing and from freshwater release
during melting (the effect for the ocean being similar
to evaporation and precipitation). This experiment is set
up such that sea ice adopts the local salinity of the upper
ocean layer. This guarantees zero freshwater flux from
ice freezing/melting. It does not conserve salinity when
sea ice drifts into water with different surface salinity.
The effect of the latter, however, is negligible compared

salty sea ice

plume 
convection



Schematic of thermohaline circulation

Schmitz (1996)
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Ž 6 3 . Ž . Ž .Fig. 1. Meridional overturning in the Atlantic Ocean in Sv; 1 Svs10 m rs in the control run Exp. 1; a and in NA Exp. 4 with y2
Ž . Ž .psu surface salinity anomaly b . Positive values indicate clockwise motion as seen from east to west here ; Negative values indicate

Ž .counter-clockwise motion shaded .

southern site of the North Atlantic deep convection

not affected strongly. This confirms the results of
Ž .Seidov and Maslin 1999 who argue that the Dans-

gaard–Oeschger events, when the meltwater events

were confined largely to the Nordic Seas, were not a

sufficient force to terminate the conveyor. Hence, a

scenario with only the Nordic Seas and the northern

ŽFig. 2. Northward heat flux in the Atlantic Ocean in PW; 1
15 . Ž .PWs10 W in control run solid line and in the NA scenario

Ž .dashed line depicted in Fig. 1b.

part of the Labrador Sea affected by a freshwater

signal would result in limited climatic consequences.

3.1.2. Southern Ocean eÕents

In contrast to the predictable and understandable

results of the northern low-salinity impact, the results

of the Southern Ocean surface freshening are less

intuitive. Two aspects are particularly noteworthy.

First, the circulation changes driven by the low-salin-

ity signal were much stronger, and second, they led

to a very strong warming of the deep ocean. Fig. 3

shows the meridional overturning in the Atlantic

Ocean in the Southern Ocean experiment with SSS
Ž .anomaly of y1 psu Exp. 8 . The overturning is

only illustrated for the Atlantic Ocean because the

bi-polar climate seesaw phenomenon is believed to

be inherent mostly to this ocean, and because the
ŽNADW is still the major player even when the

Southern Ocean, rather than the North Atlantic, is
.freshened at the surface . Temperature differences

between the southern low-salinity scenario and the

control case are shown in two sections, in the At-
Žlantic Ocean and in the western Pacific Ocean Fig.

.4 . It has been recognized a while ago that the

( )D. SeidoÕ et al.rGlobal and Planetary Change 30 2001 257–270 263

Ž .Fig. 3. As in Fig. 1 in the SO scenario Exp. 8 with surface

salinity anomaly of y1 psu in the Southern Ocean.

increase of NADW production can cause cooling of

the upper waters of the Southern Atlantic as the

Ž .poleward heat flux increases Crowley, 1992 . How-

ever, we emphasize that the deep ocean thermal

trend in the southern meltwater impact scenario can

be of opposite sign to those in the upper layers. As

NADW is warmer than AABW, there is a substantial

warming of the deep ocean in this scenario, in

contrast to the North Atlantic meltwater scenario.

The warming takes place over the entire deep ocean

and its maximum shifts to the southern edges. This

deep-sea warming is caused not only by a substan-
Ž .tially increased by 40–60% NADW production,

but also largely because the meridional overturning

takes over the entire deep ocean, pushing away the

lessened AABW. In the North Atlantic scenario, the

meltwater impact on the conveyor caused thermal

effects only in the deep Atlantic Ocean, whereas in

the Southern Ocean, the meltwater scenario impact is

global. The increased NADW outflow in the deep

layers leads to increased compensating northward

surface water flow. This flow carries more warm and

salty subtropical water to convection sites, which

might further increase NADW production until the

atmosphere warms up to reduce the cooling of the

Ž . Ž . Ž . Ž . Ž .Fig. 4. Meridional sections of the temperature anomalies T yT in the a Atlantic 328W; in 8C and b Pacific 1708W OceansSOy1 psu CR

Ž .in the case SOy1 psu Exp. 8 . The areas with negative anomalies are shaded.

Ref. 
exp.

Exp.:
-2 psu 
in NA

Exp.: 
-1 psu 
in SO

Seidov et al.(2001)
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Summary

I:   Response of modelled THC is highly 
sensitive to parameterization of SOSIC                                  

II:  How meaningful is model variability that 
connects Southern Ocean with THC?

III: Detailed verification of Southern Ocean 
sea ice in global (atmosphere -) ice - ocean 
GCMs may lead to improved parameterizations
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Deep-western boundary currents

Stommel (1958)
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Fig" l. Principal topographic features referred to in the text, shown on a Molleweide projection. Depths less than
3500 m are shaded and the 5500-m depth contour is shown.
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Fig" l. Principal topographic features referred to in the text, shown on a Molleweide projection. Depths less than
3500 m are shaded and the 5500-m depth contour is shown.
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4.1. Mode of Variability
The first striking question is why the Drake Passage through-

flow follows the periodic convective instabilities in the qua-
drennial mode, while it does not do so in the decadal mode.
Following the arguments of Hallberg and Rhines [1996], this is
probably a result of convection penetrating deeper in the latter
case, inducing bottom-trapped topographic Rossby waves in

deeper layers, whereas in the former case (where the anoma-
lies are confined to shallower layers), barotropic topographic
Rossby waves are excited along the boundary in the upper
layers (in particular, in shallower layers than the Drake Pas-
sage sill depth). Note that a sloping or at least variable bottom
topography is a prerequisite for topographic Rossby waves to
exist. The latter exists in the model used here; that is, each

Figure 5. Two-hundred-year time series of 3000-m temperature anomalies at 70!S, 50!W (solid curve) and
4000-m temperature anomalies " 5 at 30!S, 35!W (dashed curve); (b) associated lagged correlation.
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solid: 
T at 3000m
 at 70S, 50W

dashed:
Tx5 at 4000m
at 30S, 35W
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AABW along the deep-western boundary

Coles et al. (1996)



4.2. Northward Propagation of AABW Signals

The first question concerns the meaningfulness of the north-
ward signal propagation. Physically, it seems plausible that
periods of enhanced convection would give rise to periods of
enhanced outflow of AABW into the world’s ocean, and there
is some observational evidence for this.

As elaborated in section 1, evidence for a more remote
effect of such variability has been provided by Coles et al.
[1996]. Their resulting travel time of anomalous water from the
Weddell Sea to 18!S of 5–11 years matches the model’s ba-
roclinic adjustment timescale. This is quite striking, since the
slowness of the latter is generally known to be an artifact of a
model’s coarse resolution. Concerning the decadal change re-
ported by Coles et al. [1996], there is also remarkable agree-
ment with the modeled amplitude of temperature and salinity
changes at 4000 m depth around 30!S, 35!W. Furthermore,
phases of cold anomalies coinciding with phases of northward
velocity anomalies seem consistent with data reported by Hogg
and Zenk [1997], though the associated model velocity ampli-
tudes are 1 order of magnitude smaller. The latter is obvious,
since a coarse-resolution model’s boundary current cannot be
as swift and confined as in nature (while the associated trans-
port, representing an integral over a wider section, can never-
theless be correct). As a result of the agreement between phase
speed of signal propagation and model AABW temperature
(and salinity) amplitudes, the maximum rate of anomaly

change (0.01!C y"1) is also in good agreement with observa-
tions, e.g., those reported by Hall et al. [1997] from the abyssal
equator or Zenk and Hogg [1996] from the Vema Channel.
Since their figures are based on records of barely 2 years, the
implied “trends” could just be a reflection of a longer-term
(e.g., decadal) variability.

To summarize, for the given model resolution the timescale
of the model’s anomaly propagation along the deep western
boundary is consistent with the baroclinic adjustment to per-
turbations in high-latitude buoyancy forcing. On the other
hand, the propagation timescale as well as the water property
amplitudes also agree with that retrieved from observations.

4.3. Deep Water and Bottom Water Flow in the
Subtropical Atlantic

Another striking result in our simulation is the fact that
southward flow of NADW across 30!S decreases with en-
hanced northward flow of AABW, and vice versa. Further-
more, AABW anomalies lead NADW anomalies, and the lat-
ter are 1 order of magnitude larger than the former.

The first feature is mostly a reflection of the interface be-
tween AABW and NADW going up (down) with enhanced
(weakened) northward flow of AABW (Figure 9). This is sim-
ilar to the observation of Hall et al. [1997] in the western
tropical Atlantic, although they refer to the interface between
AABW and lower NADW (LNADW) (the latter includes the

Figure 7. Two-hundred-year time series of temperature (solid curve) and southward velocity (dashed curve)
anomalies at 4000 m at 30!S, 35!W. Velocities are enhanced by factor 40, i.e., 0.04 ! 1 cm s"1.
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solid: temperature at 4000m at 30S, 35W

dashed: southward velocity at 4000m at 30S, 35W
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Decadal change of AABW properties in the Argentine Basin



susceptible to short-term fluctuations. Consistent with this ex-
planation is the fact that the amplitude of the variability re-
duces rapidly northward from 30!S (Figure 9). Rather than
being reduced (enhanced), the flow of NADW gets periodi-
cally diverted eastward (southward), thus periodically contrib-
uting less (more) to the actual NADW outflow. This has not
been observed but is also not expected to be distinguishable
with the current methods of estimating transports across sec-
tions. In fact, the 3–5 Sv NADW outflow variability (Figure 8)
is within the error margins of and discrepancies between the
most recent estimates from observational data with inverse
methods [e.g., Ganachaud and Wunsch, 2000; Sloyan and
Rintoul, 2001]. Note again that we defined NADW outflow to
not include the AABW return flow.

Anomalies in NADW outflow could in principle also result
from anomalies at its source region (see section 1). However,
such do not occur in our model. The NADW outflow anoma-
lies are thus unambigiously related to the AABW inflow anom-
alies, as can be inferred from Figure 10b.

4.4. Mechanism for Self-Sustaining Variability
Another main feature of this simulation is the self-sustained

character of the oscillation. The following hypothesis is sup-
ported by the present results. The correlation patterns of the
sea level anomalies associated with the periodic convective

events in the southern Weddell Sea shown in Figure 6 indicate
the propagation of baroclinic Kelvin waves westward and
northward along the deep western boundary and eastward
along the equator. The correlation patterns do also reveal the
advective path of the model’s Weddell Gyre. This is indicated
at lags 4–6, when the negative patch at about 50!S and 40!W
bulges out from the main anomaly and propagates gradually
eastward with the average speed of the model’s ACC. The
decadal model oscillation being fairly symmetric, lag 6 is quasi-
opposite in phase to lag 1. Thus, following the propagation
with opposite sign from there, the signal can be traced to
proceed eastward and gradually southward, joining an anomaly
that has propagated from the east (presumably as a baroclinic
boundary wave along Antarctica). Both signals merge and re-
inforce at the critical convection site to finally close the decadal
loop with the approximate path and timescale of the model’s
Weddell Gyre. Figure 11 sketches the main mechanisms be-
lieved to be involved with the model variability. The thin line
indicates the path of Kelvin wave propagation with the model’s
baroclinic adjustment timescale, while the thick line illustrates
the regional path of anomaly propagation with the advective
timescale.

The temperature and salinity changes that precondition the
convective instabilities are mainly confined to the upper
1000 m. The preconditioning seems to occur through LCDW

Figure 9. Atlantic meridional overturning stream function. Difference between solid and dashed stream-
lines indicates typical range of model variability over one decade.
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anomalies penetrating to the critical high-latitude Weddell Sea
region. In particular, the results suggest that entrainment of
warm and salty LCDW anomalies create anomalously warm
and salty mixed-layer properties, which, as a result of increased
surface heat loss, favor regional convective instabilities.

In this conjunction, there are two interesting questions to
discuss: what role does sea ice play in this mechanism, and
what are the causes for the LCDW anomalies? Figure 12 shows
a strong anticorrelation between sea ice thickness and convec-
tion at the critical high-latitude convection site; that is, phases
of low ice thickness are correlated with high convection, and
vice versa. As with a warmer mixed layer enhancing surface

cooling, and thus buoyancy loss, thinner ice has a similar effect
in that ice formation and thus brine release are enhanced. Both
tend to destabilize the water column. Once deep convective
overturning sets in, more warm water is brought to the surface,
and the feedback is positive.

Concerning the possible causes for LCDW anomalies in the
Weddell Sea other than anomaly advection with the Weddell
Gyre, one could be tempted to link them to NADW outflow
anomalies (e.g., such as excited in our model). From the ob-
served flow field, one could actually expect LCDW anomalies
resulting from hypothetic NADW outflow anomalies to enter
the eastern portion of the Weddell Gyre [Orsi et al., 1993], and

Figure 10. (a) Two-hundred-year Atlantic overturning stream function anomalies at 30!S at 3500 m (solid
curve; right ordinate) and at 1500 m (dashed curve; left ordinate; units in Sv); (b) associated lagged corre-
lation.
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Fig" l. Principal topographic features referred to in the text, shown on a Molleweide projection. Depths less than
3500 m are shaded and the 5500-m depth contour is shown.
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Fig" l. Principal topographic features referred to in the text, shown on a Molleweide projection. Depths less than
3500 m are shaded and the 5500-m depth contour is shown.
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NADW and AABW across the equator

Hall et al. (1997)
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Summary

I:   Response of modelled THC is highly 
sensitive to parameterization of sea ice and 
convection in Southern Ocean                                  

II:  How meaningful is model variability that 
connects Southern Ocean with THC?

III: Detailed verification of Southern Ocean 
sea ice in global (atmosphere -) ice - ocean 
GCMs may lead to improved parameterizations
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coastal ice concentration substantially (see Figure 1). By
ingesting the much higher NT2 ice concentration, the
contribution of new-ice formation, which is by far the
dominant contributor to thermodynamic ice growth, is
considerably reduced. With assimilation of higher than
simulated coastal ice concentration, there will thus be an
overall reduction of thermodynamic ice thickness growth,
which in our case leads to a worsening of the situation, i.e.,
a completely underestimated ice cover in the Ross Sea in
winter time. The concurrent reduction in annual net freezing
rate, ice thickness, and 500-m salinity is indicated in
Figures 4, 6, and 7, respectively.
[33] As is obvious from Figure 1, there are substantial

differences (up to 15%) in coastal ice concentration depend-
ing on which algorithm is used. In order to estimate the
effect of such differences, two additional assimilated experi-
ments have been conducted: CABS, as listed in Table 1, and
CA with NT2 minus 5% ingested (CANT2–5%). With the
exception of the Antarctic ice volume, which in the latter
case is 6.8 ! 1012 m3 rather than 7.6 ! 1012 m3, the
integrated results of the latter are almost identical to CABS,
so we did not list them in Table 1. This is a striking finding
in itself, mainly reflecting that once coastal ice concentra-
tion deviates substantially from near 100%, the long-term
and large-scale effect on the ocean is similar. Furthermore,
the tendencies for the global thermohaline circulation are
now going in opposite direction as when NT2 data is
assimilated; that is, with BS data assimilated, the NADW
outflow tends to become weaker, while the ACC becomes
substantially stronger.

Figure 5. July through September 20 hourly ice concentration at coastal grid point j = 75!S, l = 54!W;
line type assignment as Figure 2.

Figure 6. Winter mean ice thickness difference of CANT2

minus CA.
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Figure 3. (a) Seasonal cycle of ice concentration at j = 77!S, l = 174!E, representing an area of !j !
!l = 5! ! 2.5!; line type assignment as Figure 2. (b) Seasonal cycle of year 1992 NT2 ice concentration
centered at the same location, but representing an area of !j ! !l = 0.5! ! 0.5!.
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Figure 3. (a) Seasonal cycle of ice concentration at j = 77!S, l = 174!E, representing an area of !j !
!l = 5! ! 2.5!; line type assignment as Figure 2. (b) Seasonal cycle of year 1992 NT2 ice concentration
centered at the same location, but representing an area of !j ! !l = 0.5! ! 0.5!.
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top surface everywhere in the Southern Hemisphere
(cf. Figs. 9g,h). The top surface melts very little anytime
in the Southern Hemisphere in CCSM2, consistent with
the observations reported by Gordon (1981). The melt
pattern in Fig. 9h depends mostly on the late winter ice
thickness (Fig. 8), and hence the availability of ice to
melt. Although the ice is too extensive in winter in the
South Atlantic, much of the ice melts away in summer
owing to high basal melting rates.

Summertime ice transport depletes the ice through-
out most of the marginal ice zone and builds it up along
the east Antarctic coast. As the ice motion in the nar-
row ring around the continent takes on a southerly
component (see Fig. 9f). Ice around the rest of Antarc-
tica is also typically converging toward the continent,
but in a very inhomogeneous fashion.

The unique features in the volume budget in the
Southern Hemisphere compared to Northern Hemi-
sphere are the tendency for substantial wintertime
melting under regions even far from the ice edge, the
near absence of melt at the top surface even in summer,
and the very large reduction in ice thickness in some
regions. The lack of top surface melting can be attrib-
uted to the deep snow cover on the ice, and the near
absence of snow-free land (which might otherwise
warm-up) in the vicinity during summer. Consequently
the ice surface tends to remain snow covered, until the
ice disappears by lateral and basal melt. Around east
Antarctica, transport in summer provides a large sink
of ice locally at the ice edge and gives rise to a large
reduction in ice thickness and extent there. Wintertime
melting far from the ice edge can only be understood by

taking a closer look at the ocean heat budget, which we
discuss next.

2) OCEAN HEAT BUDGET

The terms from the ocean heat budget [Eq. (5)] of
CCSM2 in winter are shown in Fig. 10. Unfortunately
observations in the Southern Hemisphere are too spo-
radic to produce a useful picture for comparison. As in
the Northern Hemisphere, meridional variations in the
ice edge depend little on the wintertime ocean-
atmosphere surface heat loss, otherwise we would ex-
pect the ice to be more extensive in the Pacific. The
other two terms in the ocean heat budget in winter (see
Figs. 10b,c) show that the change in heat content is
typically about a factor of 5 higher than the OHFC
along the ice edge. The change in heat content is fairly
uniform along the ice edge. In contrast, the OHFC is
considerably smaller, even negative, where the ice edge
is farthest north. Beneath the ice, the OHFC averages
about 12 W m!2 in CCSM2.

In the presence of sea ice, the annual mean OHFC is
equal to the near-surface vertical heat flux in the ocean,
provided the ocean heat content is in steady state. The
OHFC in CCSM2 is similar to estimates of the vertical
heat flux needed to maintain the seasonal sea-ice cover
around Antarctica in other modeling work (Parkinson
and Washington 1979; Martinson 1990). Observational
estimates of the near-surface vertical heat flux in the
Southern Ocean are mostly limited to the Weddell Sea
in winter, where values range from 23 to 52 W m!2

(Gordon and Huber 1990; McPhee et al. 1999) in the
east to about 7 W m!2 in the west (Lytle and Ackley

FIG. 8. The Sep (solid) and Mar (dashed) position of the sea-ice edge in the Southern Hemisphere in (left)
CCSM2 and (right) from passive microwave satellite observations. Otherwise, as in Fig. 2, except for the Sep ice
thickness.
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detail. An analysis of near-surface ocean hydrography (see Sections 3.4 and 3.5) indicates that the
overestimation of ice extent in the Barents Sea is due to an underestimation of vertical oceanic
heat flux rather than due to a poor representation of the transport of Atlantic water into the
Barents Sea.

We also note that the percentage of open water appears to be significantly overestimated in
summer. In contrast to the ice extent, the computation of ice concentration within the ice-covered
area is subject to large uncertainties both in the model and in the remote sensing data––bootstrap
sea ice concentrations are reported to have an inaccuracy of 15–20% in summer (Comiso et al.,
1997; Cavalieri et al., 1999).

In the Antarctic, the simulated minimum sea ice distribution (Fig. 6) features a lack of sea ice
near the tip of the Antarctic Peninsula and along the east Antarctic coast. We attribute the first

Fig. 6. Simulated (top) and observed (bottom) seasonal mean ice concentrations for March (left) and September
(right), indicating the minimum and maximum ice coverage in the Southern Ocean. Contour interval is 10%. Observed
fields are derived from the dataset of Comiso (1999).
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enhanced resolution of their model representation is essential if the global properties and circula-
tion of the deep ocean are to be captured realistically in a global model. It is also obvious that a
further enhancement of the resolution is desirable.

4. Discussion

The following analysis is to explore the reasons for the differences between CFC and CCC as
listed in Table 1. One expectation of enhancing the sea-ice resolution is that an overall larger lead
fraction will emerge, in particular where it decisively determines the heat fluxes, namely in fall and

Fig. 7. Coastline representation of the original coarse grid (thin solid line), the excavated grid where it differs from the
original grid (dotted line), and the SSM/I-derived grid (thick solid line).

Fig. 8. September mean ice thickness and velocity in the western Weddell Sea as simulated with CFF. The ice-thickness
increment is 0.2 m. The reference arrow represents 0.2 m/s.
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tems of equations, a recent overview is given by Holland and Jenkins (1999). The modelled FRIS
cavity overturning component is about 0.5 Sv., the time scale for flushing the cavity is about a
decade, in general accordance with recent tracer estimates.

Three-dimensional models have been developed for the large ice shelves around Antarctica:
FRIS (Grosfeld et al., 1997; Gerdes et al., 1999) and AIS (Williams et al., 2001). They show strong
topographic control on the horizontal circulation and confirm the observationally derived melting
rates within the cavities. One of the problems is always to determine precisely the areas of in- and
outflow.

To date there is only one OGCM that includes the ice shelves and a realistic representation of
the adjacent ocean and sea ice: the BRIOS model family (Beckmann et al., 1999; Timmermann
et al., 2002a). In the stand-alone ocean–ice shelf model BRIOS-1 (Beckmann et al., 1999) a system
of three equations is used to compute the heat and fresh water fluxes for the major ice shelf areas
in the Weddell Sea, following Hellmer et al. (1998). The coupled sea ice–ocean–ice shelf model
BRIOS-2 uses the formulation of the sea ice module, adapted to a pressure dependent freezing
point (see Timmermann et al., 2002a). Both ice shelf models assume that melting is exactly bal-
anced by the glacier flow, i.e., the shape of the glacier does not change due to the melting.
Consequently, the calving of icebergs is excluded from the model.

Both models use a circumpolar grid with six ice shelves. The two major Antarctic ice shelves,
Filchner–Ronne and Ross, are included with as much detail as possible (Johnson and Smith,
1997). All other ice shelves (Larsen, Brunt, Riiser–Larsen, Fimbul, Ekstr€oom and Amery) are
included in a cruder way, due to the lack of detailed bathymetric and ice thickness data, coarse
grid resolution in the relevant sector or relatively minor importance. Their thickness is assumed to
be constant at 200 m. In our analysis, Fimbul, Ekstr€oom, Riiser–Larsen and Brunt (see Beckmann
et al., 1999) are treated as two separate areas called eastern Weddell ice shelf (EWIS) and
northeastern Weddell ice shelf (NEWIS).

In both models the expected melting patterns and amplitudes are reproduced in sufficient
agreement with observations and theoretical estimates. This is especially true for FRIS, where we
find an area of re-freezing in the center of the cavity (see Fig. 2). In general, the model computes

Fig. 1. Schematic picture of the sub-ice shelf overturning motion, induced by melting and re-freezing at the ice shelf
base.
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enhanced resolution of their model representation is essential if the global properties and circula-
tion of the deep ocean are to be captured realistically in a global model. It is also obvious that a
further enhancement of the resolution is desirable.

4. Discussion

The following analysis is to explore the reasons for the differences between CFC and CCC as
listed in Table 1. One expectation of enhancing the sea-ice resolution is that an overall larger lead
fraction will emerge, in particular where it decisively determines the heat fluxes, namely in fall and

Fig. 7. Coastline representation of the original coarse grid (thin solid line), the excavated grid where it differs from the
original grid (dotted line), and the SSM/I-derived grid (thick solid line).

Fig. 8. September mean ice thickness and velocity in the western Weddell Sea as simulated with CFF. The ice-thickness
increment is 0.2 m. The reference arrow represents 0.2 m/s.
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as e.g. in the Bay and Sea of Bothnia, where winter navigation is always directed along the coast-
line of polynya occurrence (e.g., Kalliosaari and Seinä, 1987).

In terms of any long-term, global impacts of refining the sea-ice grid in the Southern Ocean,
some choke point numbers are provided in Table 1 (CCC versus CFC). There is a slight reduction
(0.6 Sv) of the North Atlantic Deep Water (NADW) outflow going along with a reduction of the
Drake Passage throughflow by 8 Sv. The deep ocean (annual and global mean at 4000 m depth)
has become somewhat colder (by 0.13 C) and fresher (by 0.026) with the higher resolved sea-ice
component. These features hint toward an increase in the formation rate of AABW through en-
hanced near-boundary convection, i.e. more dense water formation through brine release over the
continental shelves and subsequent flow down the continental slope in concert with entrainment
of Circumpolar Deep Water (CDW) (Gordon, 1998; Whitworth et al., 1998).

3.2. CFC versus CFF

While these dynamic features along the coastline are well captured with the higher resolution,
the pattern is rather unrealistic since the coastline itself is dictated by the coarse grid. One may
argue that the artificial bays are due to the Arakawa E-grid in conjunction with spherical lati-
tude-longitude coordinates; this, however, would also be an issue with any other non-curvilinear,
spherical grid. To improve this situation, especially in order to capture coastal polynyas at least as
accurately as the finer grid allows for, we introduced the method described in Section 2. This con-
stitutes the CFF version of our model. The original (coarse) coastline, the newly ‘‘excavated’’
(coarse) coastline, as well as the new (fine) SSM/I-based ‘‘coastline’’, are illustrated in Fig. 7.

The performance of CFF in terms of sea-ice variables is shown in Fig. 5. While features such as
the sharp ice edge and more detail in the ice-thickness field in CFF are similar to CFC (Fig. 4), the
ice-thickness distribution itself became much more realistic, at least in the Weddell Sea, e.g. when
evaluating this against measurements with upward-looking sonars (Strass and Fahrbach, 1998;
Harms et al., 2001). Furthermore, the pattern of the ice extent has changed, being somewhat more
realistic in the Weddell Sea, and somewhat less realistic in the Ross Sea when comparing to the
satellite data (Fig. 6).

Table 1
Selected annual mean choke point numbers of the thermohaline circulation for the listed experiments (abbreviations
explained in text)

Exp. NADW outflow [Sv] DP throughflow [Sv] H4000 m [degC] S4000 m [psu]

CCC 12.1 105 1.43 34.746
CCC/V 11.1 108 1.26 34.750
CCC/L 10.7 112 1.11 34.749
CCC/CP 11.3 110 1.26 34.747
CCC/K 11.1 107 1.15 34.730
CFC 11.5 97 1.30 34.720
CFC/V 11.1 99 1.25 34.732
CFF 10.5 81 0.56 34.657

NADW outflow is the southward flow of NADW across 30 !S in the Atlantic. DP stands for Drake Passage (the
throughflow through which is a measure for the strength of the ACC). H4000 m and S4000 m represent the global mean
potential temperature and salinity at 4000 m depth, respectively.
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stratification in the open-ocean part of the Weddell Sea, more freshwater is retained in the surface
layers, ultimately contributing to a more pronounced (and more realistic) Antarctic Intermediate
Water (AAIW) signal between the surface and 1000 m depth around 55 S. The colder and fresher
water along the Antarctic continental margin reflects stronger AABW formation by near-bound-
ary convection with less CDW entrainment. The warming south of 60 S is the main driver in
reducing the meridional density gradient across the latitudes of the ACC, thus reducing its
strength. The enhanced northward intrusion of AABW across 30 S leads to the reduction
of the NADW outflow, a correlation that has been noticed and discussed in earlier studies
(e.g., Seidov et al., 2001; Stössel and Kim, 2001; Stössel et al., 2002). When interpreting these
results, it should be noticed that a large part of the changes south of 60 S are due to what is going
on between 10 W and 10 E, i.e. in a geographic region that is representative of East Antarctica,
where the continental shelf is very narrow and thus mostly not resolved as such in the model.

To explore the reasons for these discrepancies between CCC and CFC, additional experiments
have been conducted. Since sea ice responds dynamically mainly to winds as opposed to currents
(except when tidal currents are considered), one might expect larger differences due to resolution

(a)

(b)

Fig. 10. Difference of Atlantic annual and zonal mean potential temperature (a) and salinity (b), CFC minus CCC.
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of Fig. 10, in particular with the Southern Ocean south of 60 S being colder in CCC/V than what
resulted with CFC. That is, with CCC/V, the deep ocean becomes overall denser and the density
gradient across the ACC increases due to waters south of the ACC becoming less stratified and
denser because of enhanced open-ocean convection.

To identify what role an enhanced lead fraction in compact sea ice plays in changing the global
deep-ocean properties, such has been introduced directly in experiments CCC/L and CCC/CP (L
standing for Lead, and CP for Coastal Polynya), by reducing the ice concentration by 3% where it
exceeds 90% and when/where the air temperature is below the freezing point. In CCC/L, this mea-
sure has been introduced everywhere over the Southern Ocean sea ice, while in CCC/CP, this has
only been assumed for the grid points adjacent to Antarctica. The direction of change of the choke
point numbers are the same as with CCC/V, while the changes themselves are stronger, in partic-
ular with CCC/L. In terms of the Atlantic meridional sections of temperature and salinity (Fig.
13), there is also a much stronger response than with CCC/V, while the pattern of change is
remarkably similar to CCC/V. The pattern of CCC/CP minus CCC is similar to CCC/L minus
CCC, with the numbers of change being about half of that in Fig. 13 (not shown). The pattern

(a)

(b)

Fig. 12. Same as Fig. 10, but CCC/V minus CCC.
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of cooling and salinification in the Southern Ocean is thus very different from that of CFC minus
CCC (Fig. 10). The overall pattern seen in Fig. 13 indicates enhanced AABW formation by en-
hanced open-ocean convection (not shown). The associated enhanced intrusion of AABW to
the north is clearly visible as a cooling and freshening of the deep waters north of 30 S, similar
to Fig. 10, but with stronger vertical gradients. The latter seems to be associated with a weaker
penetration of AAIW, turning the layers at around 1000 m depth noticeably saltier in CCC/L.
In any case, the influence of AABW north of 30 S is stronger in CCC/L than it is in CFC, which
is also reflected in a weaker outflow of NADW across 30 S. The ACC is clearly enhanced in both
CCC/L and CCC/CP due to the enhanced density gradient across the ACC latitudes (Fig. 13) that
results from the colder and saltier conditions south of 60 S.

While CCC/V, CCC/L, and CCC/CP yield a substantial cooling of the deep ocean versus CCC,
and are in that respect similar to the response of CFC (versus CCC), they are all associated with an
increase in global deep ocean salinity, as opposed to CFC, which yields a freshening. The pattern of
meridional temperature and salinity change between CFC and the other three experiments also
deviating considerably, neither enhanced wind variability nor an enhanced lead fraction seem to

(a)

(b)

Fig. 13. Same as Fig. 10, but CCC/L minus CCC.
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be able to explain the behaviour of CFC. A remaining candidate that might explain the difference is
the different way coastal winds are treated in CCC and CFC. As is common with all Arakawa grids
(Arakawa, 1966) besides the ‘‘A-grid’’, the vector points are staggered to the scalar points (Fig. 1),
and the coastal boundary of an ocean model is typically occupied by vector points. That is, wind
vectors along a coastline will normally not have any dynamic impact on a neighboring scalar point.
Ice thickness at such scalar point, e.g., will thus only be affected dynamically by neighboring off-
shore vector points, which in CCC is on the order of 200 km away from the coastline. In the case
of the coastline of Antarctica, this may lead to the loss of important wind forcing data, such as off-
shore katabatic winds, the offshore component of which normally turns into an easterly component
several tens of kilometers off the coast (Parish and Bromwich, 1991; Goodrick et al., 1998).

With the higher resolution in CFC, the coastal winds have been included to provide each fine grid
point with its own wind forcing (see Section 2). Irrespective of how reliable any coastal, katabatic
winds of Numerical Weather Prediction (NWP) center analyses actually are (e.g., Broeke et al.,
1997;Renfrew et al., 2002), CFC contains additional wind information along theAntarctic coastline
that presumably leads to a more accurate wind forcing and thus a more accurate model representa-
tion of coastal polynyas, which are critical for the process of AABW formation.We thus conducted

(a)

(b)

Fig. 14. Same as Fig. 10, but CCC/K minus CCC.
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Fig. 9. Subset of Fig. 3 for the Ross Sea (Box SB).

water vapor. Similar phenomena can be seen for the 51% and

98% cases. Other cases have been found where the atmospheric

index oscillates between two odd or even values that correspond

to the same season. This suggests that for those cases, the “true”

atmosphere has probably a liquid water content between the two

modeled atmospheres. Because all of the SSM/I channels (ex-

cept for the 22-GHz channel) lie in atmospheric “window” fre-

quencies, the atmospheric contribution is generally rather small

(even at 85 GHz). Therefore, we cannot retrieve atmospheric

parameters over the highly emissive sea ice, but we can reduce

the “atmospheric noise” in the received radiances.

In Table IV, the ice concentrations with the smallest value

for each atmospheric index (see Table II) are listed separately.

For the 32% case, the smallest corresponds to an atmosphere

index of 7 followed by indices 2 and 4, which all have similar

ice concentrations. The value is about an order of magnitude

smaller for index 7 compared to indices 2 and 4. The range in

ice concentration is approximately 10%, indicating the error

range without atmospheric correction. This also agrees with the

magnitude of the differences observed in Fig. 5(e). The 51%

case has about the same range. Here, is high for small atmo-

spheric indices and has a distinct minimum at index 9 followed

by index 6, which both give identical ice concentrations. The

range in ice concentrations is smaller for the 98% case ( 5%),

with smallest values for atmospheres with little liquid water

content. Based on these analyses, we conclude that the atmo-

spheric correction is necessary and that the retrieved ice con-

centration is stable.

IV. COMPARISONS WITH OTHER DATA SETS

The results of the NT2 algorithm are verified through a com-

parison with analyses from other data sources. For cloud-free

conditions, this can be done with high resolution visible or in-

frared data from the NOAAAVHRR instrument. Because of the

absence of solar illumination during the winter season, only in-

frared data can be used during this period.

Fig. 10. Transect through the Ross Sea (black line in Fig. 10). AVHRR infrared
temperature data and reference 100% ice concentration temperatures derived
from 16 16 pixels boxes. (b) Ice concentrations derived from SSM/I data
using the NT, BS, and NT2 algorithms as well as (c) the AVHRR concentrations
brightness temperature ratios.

Satellite-derived ice concentration

Markus and Cavalieri (2000)
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Summary

III: 1) Detailed evaluation of Southern Ocean 
sea ice in global (atmosphere -) ice - ocean 
GCMs may lead to improved parameterizations

     2) Fine-grid sea-ice pattern highly 
influenced by ocean upper-layer temperature

     3) Number of high-latitude coarse-grid 
coastal grid points decisive for long-term 
global deep-ocean properties

     4) Ice shelf melt and tidal variability 
important for determining lead fraction, 
polynya width, and ice edge variability 
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 With SSM/I 
assimilation

Powell, Markus, & Stössel (2005)

Satellite-derived snow on sea ice

Figure 1. Precipitation rates from (top) National Centers
for Environmental Prediction/National Center for Atmo-
spheric Research (NCEP/NCAR) and (bottom) Special
Sensor Microwave/Imager (SSM/I) for !50! to !55!
latitude. These data represent the monthly average for (left)
September and (right) February 1992. White and black
pixels in the SSM/I data are flagged because of quality and
lack of data, respectively.

Figure 5. (top) Averaged September 1994 precipitation
rate for the unadjusted and adjusted NCEP/NCAR pre-
cipitation rates (UPR and APR, respectively). (bottom)
Resulting averaged snow depth distribution for each. Pixels
in black represent snow depths >100 cm.
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Recommendations for ocean GCM 
improvements

• Parameterization of convection

• Parameterization of downslope bottom plumes

• Slopes of model bathymetry

• Mixing due to tidal energy dissipation

• Coupling to the atmosphere 

• etc., etc.                                



Recommendations for 
observational programs

• Continued availability of satellite-derived 
ice concentration

• Monitoring of oceanic meridional sections 
across the Southern Ocean

• Long-term monitoring of deep-ocean variables 
along deep-western boundary                          



Finally

• Global THC simulations will depend decisively 
on the quality of the atmospheric variables 
over the Southern Ocean, in particular winds 
and precipitation                         



Effect of precipitation in sea-ice - ocean GCM

Marsland and Wolff (2001)


